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Abstract— Website content attracts people to visit on page but retention on site depends on its search and 

relevancy. Many of sites are working on dynamic page recommendation based on user behavior. Some of 

sites provide query based search to understand the user requirement and provide better solutions. This paper 

has provided a understanding of web page recommendation research area, its importance. Work proposed by 

scholars was also detailed with proposed methods. Paper has summarized some of techniques of dynamic 

page prediction with their pros and cons. As mining need some features before analysis or finding patterns, 

so paper has list some of important web mining features as well. Paper has finds evaluation parameters of 

webpage recommendation parameter algorithms. 
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I. Introduction 

People now live in a data-driven age where practically every element of everyday life is data-driven and 

capable of digital monitoring and support. We produce a wide range of data kinds whether we shop, work, 

socialize, communicate, unwind, or travel [1, 2]. These include numerical variables, photos, videos, music, 

and text. Data science is an interdisciplinary discipline that combines computer science, statistics, and 

mathematics. It uses systems, algorithms, and scientific approaches to extract insights from organized and 

unstructured data. Improving decision-making processes is its main goal. 

 

Online search algorithms, which form the core of the learning paradigm, have made a variety of online 

resources indispensable for learners in recent times. For students looking for internet resources or 

information, search engines like Google, Yahoo, Bing, CC Search, Search Encrypt, OneSearch, and 

Wiki.com are invaluable [3]. These search engines provide quick access to any topic's internet resources and 

provide results in text, picture, and video forms. As a result, students are able to look up material in text, 

video, and picture formats, and this trend of looking up information online is only getting stronger every year 

[4]. 

 

Recommender systems have become an important data science application in this area [5]. These systems 

use cutting-edge analytics and machine learning techniques to sort through enormous amounts of data and 
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give users useful information. This helps users make decisions about food, clothes, housing, travel, 

employment, education, and entertainment, among other daily life aspects. 

 

In the field of data analysis and computers, artificial intelligence (AI), particularly machine learning (ML), 

has grown significantly, allowing applications to function intelligently [6]. The prediction model has the 

ability to suggest particular websites or web pages that have pertinent data on them. Web navigation 

prediction can help search engines and other web-based applications provide more relevant search results 

and suggestions in addition to improving the user's browsing experience. These systems are able to better 

match users with the material they need by analyzing user online browsing patterns and their expected 

destinations. This can thus result in a more effective and efficient online search process. 

 

The remainder of this paper is structured into four sections. In the next section, paper has summarized papers 

of webpage recommendations done. Further techniques were compared on the basis of positive outcomes of 

techniques with limitations. In next section paper has list features of the web mining. Finally evaluation 

parameters were list in the paper for comparing different techniques. 

 

II. Related Work 

Honey Jindal et al. [7] emphasize the identification and elimination of noisy information from user-navigated 

web pages. Pruning user-browsed sessions by removing noisy webpages and their relations can aid in 

developing high-performing prediction models with fewer errors. Four pruning models, namely PM3ER, 

PM3EN, PM3GI, and PM3EP, have been proposed to minimize prediction errors by eliminating noisy web 

pages and their relations within a model comprising diverse navigation patterns. 

 

A unique Autoencoder model based on high-order structure is proposed by Tao Yi et al. [8] in order to 

overcome the drawbacks of the current link prediction techniques. They have developed an efficient motif 

adjacency matrix learning technique that makes it possible to create many motif adjacency matrices and 

extract high-order structures from directed networks. To address the link prediction problem in directed 

networks, they expand the Graph Autoencoder (GAE) and Variational Autoencoder (VAE) frameworks. 

 

A novel QoS prediction technique based on a heterogeneous graph attention network is introduced by S. Lv 

et al. [9]. They build an attributed user-service network using user location data. In this network, node- and 

semantic-level attentions are covered by a hierarchical attention machine (HGN2HIA). Semantic-level 

attention evaluates the relative relevance of distinct meta-paths, whereas node-level attention determines the 

significance of a node in relation to its neighbors based on meta-paths. With this method, user embeddings 

for QoS prediction are produced in a hierarchical fashion. 

 

L. Tang et al. [10] present a deep learning-based framework for detecting phishing websites. They implement 

this framework as a browser plug-in capable of real-time phishing risk assessment when users visit web 

pages. The service combines multiple strategies, including whitelist filtering, blacklist interception, and 

machine learning (ML) prediction, to enhance accuracy and reduce false alarms. 

 

Gharibshah, Z et al. [11] propose two deep learning-based frameworks, LSTMcp and LSTMip, for user click 

prediction and user interest modeling in the context of advertising. Their goal is to accurately predict user 
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click probabilities and specific Ad campaign preferences. They achieve this by collecting page information 

displayed to users and using LSTM networks to learn latent features representing user interests. 

 

Afolabi et al. [12] introduce a semantic web content mining approach for recommender systems in online 

shopping. This approach involves two phases: semantic preprocessing of textual data using developed and 

existing ontologies and recommendation generation using the Naïve Bayes algorithm. 

 

Hashemi et al. [13] explore web page classification methods and their application scenarios, employing 

machine learning algorithms to categorize web pages based on features extracted from text and HTML tags. 

Their findings highlight the importance of HTML tags in identifying web page topics using keyword 

frequencies, an aspect that is often overlooked in classification methods. 

 

III. Techniques of Page Recommendation 

 

Year Techniques Pros Limitations 

2014 [14] Task Trailing and Query 

Segmentation 

Enhance page suggestion by 

analyzing the user's search history 

from their browser or the work 

they've completed recently.  

Requires the user's 

consent before starting 

any task trail sequences. 

2015 [15] Aprior Algorithm Use site logs to analyze user 

activity; personal privacy is 

unaffected. 

The process of 

generating patterns from 

datasets takes time. 

2016 [16] Deep Neural Network 

Dimension Reduction 

Method 

Make advantage of item and user 

features in order to forecast. 

Describe a technique for data 

cleaning to improve the accuracy 

of the pattern.  

Low prediction accuracy  

2017 [17] Recurrent Neural Network RNN learning of user behavior 

(Browser History).  

Only the user's current 

behavior determines the 

work. 

2019 [18] Particle Agent Swarm 

Optimization 

Make use of the content and web 

log features. 

Using PSO for content 

feature selection lowers 

work accuracy 
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2020 [19] Improved Triangle 

Similarity 

User product rating for product / 

Page Recommendation 

Other features of web 

was not utilizes, so new 

product ranking is 

difficult 

2020 [20] Latent Dirichlet Allocation Product recommendation / page 

recommendation based on user 

ratings. 

Web logs and content 

features are not used 

since it is not always 

possible to obtain 

information about user 

actions. 

 

IV. Features of Web Recommendation 

 

Web Content Mining 

It is the concept to search any particular data online and also involves the use of mining web data contents. 

Multimedia data mining is one of the parts of content mining that mine the high-level information from these 

multimedia sources. 

Term Frequency: It gives the count of the category of words in documents. So this TF is the occurrence of 

words of a similar category in an article or document.[15] 

Document Term Frequency: Gives the number of documents that contain any particular term. 

 

IDF: or inverse document frequency shows the ability to provide information of words in a document by 

categorizing it common or rare. It is the value of a logarithmically inverse fraction of the total documents 

that contain any word. 

IDF(t) = log (
N

n
) 

 

In which n= total number of documents that contain in dataset and n is the number of times that term t appears 

in the document. 

 

TF-IDF [19] (Term Frequency-inverse Document Frequency): weight the terms based on inverse document 

frequency. It simply means the more the term is common in all the documents the less that term is important 

and so will be weighted less. 
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TFIDF(t) = TFt ∗ log (
N

nt
) 

 

TF-IDF-CF: TF-IDF was having some shortcomings and so this new parameter was introduced to determine 

class characteristics, and this class was called frequency by authors and it calculates the term frequency in 

documents belonging to a particular class. 

TFIDFCF(t) = log(TFt + 1) ∗ log (
N + 1

nt
) ∗

nc,t
Nc

 

 

Frequency of appearance of t in any document and Nc is the total number of documents within same class c 

document. 

 

Web Usage Mining 

This is the process of discovering useful values based on user interactions while using the web. The goal of 

this mining is to predict the user behavior and adjust the website based on their interest [21]. There are no 

definite distinctions between the other two categories and this web usage mining. 

 

Markov Model: It involves series of numbers to develop a Kth order Markov model. Numeric data set such 

as the weblog page were used to get these patterns. 

 

Regression: As per need several linear and logistic features were obtained from numeric data. To find any 

feature from temporal data regression is used. 

 

V. Evaluation Parameter 

 

Precision of a transaction is provided as the ratio of the number of web pages appropriately predicted and 

the overall amount of web pages predicted. 

 

Precision = Approximate_Correct_pages / All_predictions 

 

Coverage is calculated as the ratio of the amount of web pages appropriately predicted and the overall amount 

of web pages visited by the user. 

 

Coverage = Approximate_Correct_pages / All_Visited_Pages 

 

M-metric is utilized with the intention of obtaining a single evaluation measure, and it is defined in this 

manner 

 

Precision = (2xPrecisonxCoverage) / (Precison + Coverage) 

 

Execution Time 

Total Time taken for the execution of the algorithm in the prediction of the page base on the different size of 

dataset.  



Webology (ISSN: 1735-188X) 

Volume 16, Number 1, 2019 

 

308                                                                    http://www.webology.org 
 

VI. Conclusions 

This paper has described the requirement of web page prediction to increase the retention of web user on site 

and improve sale / service quality of site. This paper has summarized various research work done by scholars 

in field of site web page prediction. Some of important techniques and features of web mining were also list 

in the paper with their importance. It was obtained from survey that focus on user search query may improve 

the prediction performance of website. Use with weblog pattern feature and web content feature increase the 

result accuracy of prediction as well. 
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